




















































at which new gouges form (the number of new 
gouges per kilometer per year). Unfortunately 
such data are rather limited; for our study area 
they are largely contained in a paper by Barnes et 
al. (1978). This work describes replicate observa­
tions made on sample line 35 (see Fig. 5 for loca­
tion) during the summers of 1973, 1975, 1976, and 
1977 and on line 31 during the summers of 1975, 
1976, and 1977. We have reanalyzed the data set 
from line 31 for 1976-77 and on line 35 for the 
1976-77 and 1977-78 intervals so that the counts 
of new gouges are based on l-km sampling lines. 
We have also analyzed replicate runs on line 39 
(north of Cape Halkett) for 1977-78. 

Because the quality of the 1973 sonar records 
was poor (Reimnitz et al. 1977a), data based on 
the 1973-75 time interval should receive less 
weight than the later observations. The results of 
this analysis and that of Barnes et al. (1978) are 
combined and presented in Table 5. We have arbi­
trarily deleted the g values obtained on line 39 at 
20.3 m and farther offshore, since this portion of 
the line is known to be in the shadow of a nearby 
shoal area, thereby receiving fewer gouges. If the 
1973-75 data on test line 35 are also excluded be­
cause of the poor quality of the sonar record, we 
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Figure 15. Values of g (number of gouges 
km- 1 yr- 1

) vs water depth (z). 
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obtain an average g value of 5.2 gouges per kilom­
eter per year with values for individual years vary­
ing from 2.4 (1975-76) to 3.5 (1976-77) to 7.9 
(1977-78). These are appreciably larger values 
than have been obtained using similar procedures 
off the Mackenzie Delta in 15 to 20 m of water 
(0.19 ±0.06 gouges per kilometer per year, Lewis 
1977a) and they give a return period per kilometer 
of 0.2 years as compared to 5.3 years. 

Figure 15 shows a plot of observed g values vs 
water depth. There is no strong trend. In addition, 
there is a large scatter and zero values (I-km lines 
with no new gouges) are rather evenly distributed 
at all water depths. Because of this we have treated 
all the observations as a single group. 

Figure 16 shows a plot of the observed probabil­
ity of occurrence of different values of g. The dis­
tribution shows a strong positive skew. The Pois­
son distribution for this set of data is also shown. 
The representation of the data is not encouraging 
(again the probability of occurrence falls off much 
too rapidly at large g values). Also shown is a 
gamma distribution, which gives a better fit (the 
shape and scale parameters are respectively 1'/ = 
1.205 and A = 0.196). 

While the characteristics of the new gouges are 
being discussed, it is of interest to examine the dis­
tribution of their depths to see if they appear to 
follow an exponential distribution similar to that 
obtained by sampling all the gouges on the sea 
floor, a data set that contains a number of old 
gouges that presumably have been partially filled 
with sediment as well as new unfilled gouges. The 
observations used (n = 76) were from both test 
lines 31 and 35 and occurred between 1976 and 
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Figure 16. Relative frequency of different values 
of g (number of gouges km- 1 y,-l). The discrete val­
ues indicate the fitted Poisson distribution and the stip­
pled area indicates the fitted gamma distribution. 



Figure 17. Semilog plot of relative fre­
quency of occurrence of new gouges of 
differing depths (d). 

1977. The results are shown in Figure 17. Again 
the data appears to show an exponential dropoff 
with a'X value of 4.52 m- I

• This value is close to 
but somewhat lower than the values obtained 
from the samples of all the gouges (taking 15 mas 
a mean water depth along the replicate sampling 
lines, we obtain a value of 5.5 m- I from Figure 10, 
as contrasted with 4.5 m- I from the new gouges). 
That new gouges should have a lower}.. value than 
a corresponding distribution of old and new 
gouges could be anticipated (E. Phifer, pers. 
comm.) from the observation that at other loca­
tions deep gouges in the sea floor receive more fill 
per year than do shallow gouges (Fredsoe 1979). 
At the present there clearly is no strong reason to 
doubt that the distribution of new gouge depths is 
exponential or that the}.. values that will be ob­
tained are greatly different (presumably slightly 
less) than values obtained from our earlier analysis 
of all the gouges. 
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Extreme value analysis 
Another way to view portions of the gouging 

data is by extreme value analysis. In this case the 
complete data set is not examined. Instead the 
largest (or smallest) value in each of a number of 
specified sampling intervals is used. In most appli­
cations, such as hydrology, the data are in the 
form of time series, and the largest (smallest) 
event in each of a sequence of fixed time intervals 
is used to generate a distribution of rare events. In 
our study, the basic data set is a space series, as 
separate frequency distributions of gouge charac­
teristics were developed for each kilometer of 
sampling line. For instance, in a kilometer of line 
one might observe 85 gouges of different depths, 
with the largest gouge having a value of 2.2 m; in 
the next kilometer there might be 178 gouges with 
a maximum value of 3.1 m. The extreme value 
distribution would then be composed of the values 
2.2, 3.1, and subsequent values. Good discussions 
of the different types of extreme value distribu­
tions can be found in Hahn and Shapiro (1967), 
Benjamin and Cornell (1970) and Haan (1977). 

The particular extreme value distribution ap­
plicable to· a given situation depends on the nature 
of the initial distribution being sampled and on the 
sample size n, with the extreme distribution being 
approached asymptotically as n becomes large. A 
common problem is that many times n does not 
appear to have been large enough, and the extreme 
value distribution that would be expected to apply 
to a given data set is not particularly successful in 
fitting it. For instance, a Type I extreme value dis­
tribution should apply to maximum values sam­
pled from an initial distribution that is of the ex­
ponential type. However, Tucker et al. (1979), in 
their study of maximum pressure ridge heights 
whose initial distribution appears to be the expo­
nential type, found that their data were not linear 
on Type I paper but were effectively linearized by 
standard probability paper. Similar results have 
been obtained by other workers in hydrology and 
in Monte Carlo simulations by Slack et al. (1975). 
In practice, a number of different approaches 
(Type I, normal, log-normal, log-Pearson Type 
III) are commonly tested, and the most successful 
relation is selected to analyze the data. 

Gouge depths 
As we have shown, gouge depths appear to be 

exponentially distributed. Therefore, the appro­
priate extreme value distribution for maximum 
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Figure 18. Plots of dmax vs water depth (z) for different regions within the study area. 

gouge depths should be a Type I distribution. 
However, testing shows that the data were not lin­
earized by either a Type I, a normal, or a log-nor­
mal distribution. However, a log-Pearson Type III 
(LPIII) distribution proved to be quite effective. 
This distribution, which is in fact a three­
parameter gamma distribution fitted to the loglo 
of the extreme values, has been used successfully 
in treating flood observations (USWRC 1977). 
The three parameters describing an LPIII distribu­
tion are the mean X, the standard deviation S, and 
the skew coefficient G, which, if X = 10glO dmax, 

where dmax is the maximum gouge depth in a kil­
ometer track and N is the number of maximum 
gouges, are calculated as follows: 
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X= -

N 

E(X _X)2 
N-l 

NE(X_X)l 
G = (N-1)(N-2)Sl 

The computed dmax value is then given by the rela­
tion 

(11) 

where K is the Pearson Type III coordinate ex­
pressed in magnitudes of the standard deviation 



from the mean for various exceedance percent­
ages. Values of K are functions of G and are given 
in Appendix 3 in USWRC (1977), as are the com­
puting equations for X S, and G. 

In analyzing the dmax values on gouging, indi­
vidual plots (Fig. 18) were prepared showing dmax 
vs Z for five different areas. The different regions 
were compared by overlaying the figures on a light 
table. If differences in water depth are taken into 
consideration, the data from Lonely, Harrison 
Bay, Jones Islands, and McClure Islands overlap 
very well and appear to form one continuous dis­
tribution. Therefore, as before, the data were 
pooled into one sample. The data from the 
lagoons were treated separately, both because they 
appear different and they represent a different 
marine environment. 

Another characteristic of the dmax data, which 
might be anticipated from our earlier discussion 
and that is apparent in Figure 18, is that the values 
clearly change with water depth. There are null 
values. many small values, and no large values in 
shallow water; large values of dmax become in­
creasingly common with increasing z; and small 
values are rare in water deeper than 20 m. 
Therefore, as before the pooled offshore dmax 
data were separated into 5-m water depth in­
crements. As no similar z trend was apparent in 
the data from lagoons and, as the depth range was 
limited, these results were not separated into 
similar groups. 

In analyzing the data, two problems were en­
countered. First, in a number of shallow water 
areas we commonly found appreciable lengths of 
track that did not contain gouges, resulting in 
dmax = 0 values. For instance, in the data set for 
lagoons, 119 km of the 324 km sampled (37070) 
were gouge-free. This precludes the normal statis­
tical analysis of the data using an LPIII distribu­
tion, as the loglo of zero is minus infinity. Sec­
ondly, in a number of cases it was impossible to 

determine precisely the depth of the smaller 
gouges, only that a gouge existed and that its 
depth was less than some specified value. Such 
gouge depths are identified by circles in Figure 18. 
In most cases they had values of less than 0.3 m 
and were situated in shallow water. This created 
considerable uncertainty in specifying the exact 
number of gouges in the 0.1- and 0.2-m depth 
classes. Where such gouges were common (at 
water depths of less than 10 m), large G values and 
LPIII distributions were obtained that were not 
particularly good fits to the data at the larger dmax 
values (which, of course, is the area of prime inter­
est). 

Both of these problems were handled using a 
procedure developed for treating zero flood years 
and incomplete records in hydrology. First, the 0, 
0.1-, and 0.2-m values were deleted from the sam­
ples. Then the X, S, and G parameters were calcu­
lated from the censored distributions and used to 
calculate dmax as a function of exceedance proba­
bility. These exceedance probabilities were then 
adjusted by multiplying them by the ratio of the 
number of values in the censored distribution to 
the number of values in the uncensored distribu­
tion (i.e. with the 0, 0.1, and 0.2 values included). 
The results were then plotted on log-probability 
paper for comparisons with the observed data. In 
plotting the data against the adjusted curve, the 
plotting positions were determined by using the 
Weibull plotting formula 

P = m/(N+ 1) 

where P is the exceedance probability; m the se­
quence of dmax values, with the largest values cor­
responding to m = 1, the next largest value corre­
sponding to m = 2, etc.; and N the total number 
of data points before censoring (i.e. including 0, 
0.1, and 0.2 values). 

Table 6. Parameters of the log-Pearson Type III distribution (determined from values of dmax observed along 
l-km sampling lines. Values outside the barrier islands include data from Harrison Bay and north of Lonely. 

Sample 
Depth Number of values line length Largest Standard Skew Adjustment 

(m) dmax ?O.3 O.3>dmax >O dmax=O (km) dmax value logdmax=X deviation S coefficient G ratio A 

Lagoo;ls 13 192 119 324 0.6 - 0.4232 0.1231 0.6909 0.040 

Outside barrier islands 
0-5 3 65 II 79 0.4 - 0.4812 0.0721 1.7305 0.D38 
5-10 54 88 0 142 1.1 -0.3466 0.1609 0.5508 0.380 

10-15 146 69 0 215 2.2 - 0.2623 0.2091 0.4141 0.679 
15-20 104 38 0 142 1.7 - 0.2282 0.2070 0.3345 0.732 
20-25 128 3 0 131 2.1 - 0.0933 0.1942 0.0908 0.977 
25-30 81 0 0 81 3.6 + 0.1095 0.1502 0.3236 1.000 
30-35 35 0 0 35 2.9 + 0.0964 0.1466 0.4277 1.000 
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Figure 19. Exceedance probability per km of sample track for different water depths vs 
dmax' The horizontal lines represent the locations of a number of data points (as the data are 
grouped in class intervals there commonly are several values of the exceedance probability with the 
same dmax [midpoint of the class interval} value}. 

Table 6 gives the X, S, and G values calculated 
from the different sets of censored data as well as 
the adjustment ratio and the number of dmax val­
ues' equal to zero and between 0.3 and zero. The 
exceedance probabilities-the probabilities that 
given a single kilometer of sample track, the maxi­
mum gouge depth will be equal to or greater than 
some indicated value, dmax-are shown in Figure 
19. Also shown is the spatial recurrence interval 
for l-km segments with one or more exceedances, 
which is equal to the reciprocal of the exceedance 
probability. This parameter .gives the expected 
number of kilometers of sea floor that must be ob­
served before the maximum gouge depth in one of 
those kilometers is expected to equal or exceed 
dmax ' Another parameter of possible interest is the 
number of kilometers per 100 km of sample track 
in which the maximum gouge depth is expected to 
equal or exceed dmax ' This number can be ob­
tained simply by multiplying the appropriate ex­
ceedance probability by 100. The curves sweep 
across the graph and show systematic changes 
with water depth as was expected. The 10- to 15-
and the 20- to 25-m curves, which are omitted to 
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restrict clutter, lie as expected on the figure. The 
30- to 35-m curve is very similar to the 25- to 30-m 
curve, which is not too surprising as there are not 
many dmax values in the 30- to 35-m range. It 
should also be noted that in the plots of dmax vs Z 
from the Mackenzie Delta region (Lewis 1977a), 
the dmax values peak at approximately 40 m and 
decrease in deeper water. 

In Figure 19 the 0 to 5-m data and the data from 
the lagoons overlap each other. As there are only 
three data points in the 0 to 5-m data set (as the 
result of censoring the lower values), the calcu­
lated curve was not particularly similar to the 
curves from deeper water. The curve presented in 
Figure 19 is based on the data from lagoons and 
appears to give a reasonable representation of the 
o to 5-m data points as well. 

Figure 20 presents X =Iog dmax ' A, G, and S 
plotted as a function of Z. This plot should be use­
ful to those interested in developing eq 11 to apply 
to other water depth intervals than those con­
sidered here. The most systematic change in a pa­
rameter with z is the roughly linear increase in X. 
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Figure 20. Parameters relating to the determination 
of eq 11 shown as a function of water depth (z). 

Figure 21. Plot ofw max for l-km line segments vs 
water depth (z) for all locations except lagoons. 
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Gouge widths 
Figure 21 shows all maximum gouge widths 

(wmax) measured outside the barrier islands com­
pared with the average water depth (z). The trends 
are similar to those present in Figure 18, which 
plotted dmax vs average water depth. There is a 
general increase in wmax as z increases. This may 
simply reflect that, on the whole, gouges that are 
deeper are also wider. In addition, in deeper water 
there do not appear to be any small wmax values as 
there were in shallow water. 

Lateral embankment heights 
Finally, a comparison of hmax ' the maximum 

lateral embankment height, and dmax is presented 
in Figure 22 (the numbers indicate the number of 
values). It is hardly surprising that, on the aver­
age, regions with deeper gouges soould contain 
higher embankments as the material from the 
gouges produces the embankments. However, we 
were surprised at how symmetrically the values 
were distributed around the one-to-one line. This 
is shown by the histogram (see the inset in Fig. 22) 
of the relative frequency of deviations from the 
one-to-one line (measured normal to that line). 

APPLICATIONS TO 
OFFSHORE DESIGN 

In the preceeding sections we have attempted to 
systematize and clarify some of the essential char­
acteristics of a large set of measurements on the 
geometry of ice-induced gouges in the sediments 
of the Alaskan portion of the shelf of the Beaufort 
Sea. These observations are, of course, valuable in 
themselves. For instance, it is useful to know that 
outside of the barrier islands in water up to 38 m 
deep the deepest gouge observed was 2.6 m, ob­
tained from a sample of 20,313 gouges collected 
over 1500 km of sampling track. In -the protected 
lagoons, on the other hand, the deepest gouge (0.7 
m) was much shallower (from a sample of 41 
gouges obtained from 298 km of sampling track) 
and a large percentage (92070) of the I-km seg­
ments examined contained no gouges at all. In the 
remainder of this section we will attempt to use the 
data analysis performed earlier in this paper to 
make a series of preliminary estimates of the prob­
ability of occurrence of gouges with certain pre­
scribed depths and frequencies. 

Gouge depths 
To obtain the exceedance probability for the oc­

currence of gouges of different depths, given that 
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Figure 23. Plot of the exceedance probability [G xfx)] 
vs gouge depth for different water depths (z) in the 
offshore region unprotected by barrier islands. In cal­
culating the G xfx) values, the A values are obtained 
from the relation shown in Figure 10. 

gouging has occurred, the relation in Figure 10 can 
be used to obtain an estimate of A applicable to the 
water depth of interest. The exceedance probabil­
ity is then obtained from eq 2. For instance, for a 

A 

water depth of 5 m, A = 8.16 and 

P[D~I] = exp[-8.16(1-0.2)] = 1.46xl0-3 

gives the probability of a gouge exceeding 1 m in 
depth. Therefore, using eq 3, one gouge in 685 
would be expected to be at least I m deep. The 
0.2-m correction in the above calculation is caused 
by the fact that the 0 to 0.2-m depth class was de­
leted in the estimation of A. At the same water 
depth, one gouge in 2.39 million would be expect­
ed to be at least 2 m deep. For 35 m of water (~ = 
2.46) things are very different; one gouge in seven 
exceeds I m and one in 980 exceeds 3 m. A graphic 
display of the variations in the exceedance proba­
bility as a function of water depth for the offshore 
region is given in Figure 23. 



The ~ values determined for lagoons appear to 
be in the 7- to 9-m- 1 range, i.e. in general agree­
ment with the ~ values obtained from similar 
water depths in the offshore data set. 

Extreme value statistics 
It is important to note two factors concerning 

the extreme value statistics that have been pre­
sented. First, the sampling lines cross the gouges 
at a variety of angles. Therefore, from an area 
where the gouging is strongly aligned, the maxi­
mum value used was selected, in some cases, from 
a small number of gouges (when the sampling line 
nearly paralleled the gouges) and in other cases 
from a much larger number (when the sampling 
was perpendicular to the gouges). We have not at­
tempted to correct the extreme value data in the 
manner that we corrected the observations on the 
observed number of gouges per kilometer (N) to 
the number that would be expected if the sampling 
were perpendicular to the gouging (Nl). We do not 
know how to make such a correction. 

Secondly, it should be realized that the extreme 
value and the complete distribution techniques 
give estimates of two different factors. The ex­
treme value approach provides an estimate of the 
number of 1-km segments that will have at least 
one gouge greater than or equal to some specified 
value dmax along a given length of sampling line. 
On the other hand, an estimate using the complete 
PDF gives the expected number of gouges along 
the line that are greater than or equal to dmax ' The 
two estimates are not the same because a given 
1-km sampling segment may have more than one 

gouge greater than or equal to dmax ' Nevertheless, 
both approaches can be useful if applied appropri­
ately. 

Consider three 20-km pipeline routes, one in the 
lagoons and two at sites unprotected by islands in 
5 to 10 and 25 to 30 m of water respectively. For 
the lagoons, the extreme value exceedance proba­
bility for 1-km sampling intervals is approximately 
0.0065 and 0.00013 for gouge depths of 0.5 and 
1.0 m respectively, corresponding to spatial recur­
rence intervals of 154 and 7692 km. Correspond­
ing values for 5- to 10-m and 25- to 30-m water 
depths outside of the barrier islands are given in 
Table 7. Based on this table we could conclude 
that if one was to contemplate using an engineer­
ing technique that would encounter difficulties in 
the presence of gouges of 1 m or more, we would 
not anticipate problems in constructing a 20-km 
line within the lagoons. On the other hand, at 
water depths of 25 to 30 m we would expect to en­
counter gouges at least 1 m deep in roughly 15 of 
the 20 km. 

Another parameter of interest is the probability 
P(A) that the maximum gouge depth per kilometer 
will equal or exceed a given value (e.g. 1 m) along 
the pipeline. This is calculated as follows: 

P(A) = 1 - P(B) 

where P(B) is the probability that the maximum 
gouge depth per kilometer will not equal or exceed 
1 m in any of the 20 km. P(B) in turn equals the 
probability that the maximum gouge depth per ki­
lometer will not be ~ 1 m in the first kilometer 

Table 7. Exceedance probabilities. * 

Spatial 
Gouge recurrence 
depth Exceedance interval 

Location (m) probability (km) P(A) 

Lagoons 0.5 0.0065 154.0 0.1223 
1.0 0.000 13 7692.0 2.597 x IO- J 

Outside barrier islands 0.5 0.14 7.1 0.9510 
(depth 5 to 10 m) 1.0 0.011 90.0 0.1985 

2.0 0.00032 3125.0 6.381 x IO- J 

Outside barrier islands 1.0 0.76 1.3 1.0000 
(depth 25 to 30 m) 2.0 0.10 10.0 0.8784 

3.0 0.012 83.0 0.2145 
4.0 0.0018 555.0 0.0354 

*Given I km of sample track, spatial recurrence intervals for I-km segments, and 
probabilities P(A) that the maximum gouge depth per kilometer will equal or ex­
ceed the indicated gouge depth along a 20-km line based on the extreme value 
statistics. 
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multiplied by the probability that it will not be ~ 1 
m in the second kilometer, etc. up to the twentieth 
kilometer. Assuming that each kilometer has the 
same probability P( C) that the maximum gouge 
depth per kilometer will not be ~ 1 m, then P(B) 
= [P(c)po. P(C) is, however, equal to 1 minus the 
probability P(D) that the maximum gouge depth 
per kilometer will be ~ 1 m. In short, 

P(A) = 1 - [1 - p(D)]n (12) 

where n is the number of l-km segments compos­
ing the line. In our example, n = 20 and P(D) = 

0.00013 for lagoons so that P(A) = 0.0026. These 
values as well as similar values at water depths of 5 
to 10m and 25 to 30 m are also included in Table 
7. As is shown, the probability of encountering an 
extreme gouge with a depth equal to or greater 
than 4 m in water 25 to 30 m deep is appreciably 
larger than the probability of encountering a I-m 
extreme gouge in the lagoons. 

Burial depths 
The problem of burial depth can be considered 

in several different ways. Clearly, every gouge 
greater than a specified value is important, so it is 
necessary to use the PDF based on the complete 
set of gouge depths, as opposed to the extreme val­
ue distribution based on the maximum gouge in 
each kilometer. 

First, we consider the situation where we wish to 
bury the pipeline at a depth so that it is all covered 
(assuming an acceptably low probability. of en­
countering a gouge deeper than our burial depth 
that would leave the line uncovered). In this case 
we are dealing with gouge depths as they exist on 
the sea floor at a given instance of time. Again as 
an example we will consider a 20-km line that will 
be, in turn, restricted to lagoons and to water 

depths of 5 to 10m and 25 to 30 m outside the bar­
rier islands. We will also consider the case where 
the direction of the line is 20 ° off the direction of 
the gouges as well as normal to the direction of the 
gouges. For instance, at a water depth of 25 to 30 
m we would expect to encounter an average of 80 
gouges per kilometer if the line is normal to the 
gouges and 80 sin 20 ° = 27 gouges per kilometer if 
the angle between the gouges and the line is 20 0. 

Considering 20-km lines, this corresponds to 1600 
and 540 gouges, respectively. Next, one must de­
cide how many gouges can be tolerated deeper 
than the depth of burial. We will take two cases: 
one exceedance per 20 km and one exceedance per 
100 km. Burial depths (x) can then be calculated 
from eq 3, which, when rearranged and modified 
to treat the above cases, becomes 

n[D~d] 

N 

or, rearranging 

1 [ n[D~d] ] 
x = 0.2 - 1: In N,(sinO)L . (14) 

As stated, at a water depth of 5 to 10 m, A = 7.3, 
N, = 10, 0 = 20 or 90°, L = 20 or 100 km and 
n[D~d] = 1 inasmuch as we only wish to allow 
one exceedance. The results of several such 
calculations are given in Table 8. 

Unfortunately, the problem we would really like 
to solve is somewhat different and more difficult 
than the above; a pipeline is buried and we wish to 
estimate as a function of burial depth how often 
(in a time sense) the pipeline can be expected to be 
impacted by a pressure ridge keel. This problem 
also requires knowledge of the rates of occurrence 

Table 8. Estimated burial depths assuming that one existing gouge will exceed the burial 
depth along the length of the line. 

Line normal to gouges Line at 20° to gouges 
Length Burial Length Burial -

~ N, of line depth N, (sin20) of line depth 
Location (m-') (gouges/~m) (km) (m) (gougeslkm) (km) (m) 

Lagoons 7.7 0.8 20 0.56 0.27 20 0.42 
100 0.77 100 0.63 

Outside barrier islands 7.3 10.0 20 0.93 3.42 20 0.78 

(depth 5 to 10 m) 100 1.15 100 1.00 

Outside barrier islands 3.2 80.0 2b 2.51 27.36 20 2.17 

(depth 25 to 30 m) 100 3.01 100 2.67 
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of new gouges. What length of time do the ob­
served gouge sets represent? This question can be 
examined from several different viewpoints. First, 
we can estimate sedimentation rates in the study 
area to see how fast gouges would be erased 
(filled), assuming uniform sedimentation. Aver­
age sedimentation rates appear to be quite low. 
Reimnitz et al. (1977) obtained an average value of 
0.06 cm yr- 1 by dividing the observed average 
thickness of recent (Holocene) sediments (3 m) by 
the period of time their study area was believed to 
have been covered by the sea (5000 years). Lewis 
(1977a) obtained similar but generally higher val­
ues (0.05 to 0.2 cm yr- 1

) for his study area north of 
the Mackenzie Delta. Using the 0.06 cm yr- 1 value 
and assuming that no other processes are active, it 
would take about 1666 years to fill a I-m-deep 
gouge and 5000 years to fill a 3-m-deep gouge. 
Based only on this information, an observed 
gouge set would represent a long period of time. 

In the above, the assumption of uniform sedi­
mentation on the shelf is probably in error. A 
gouged bottom morphology creates abrupt local 
relief and local sedimentation rate anomalies that 
amount to large differences in sedimentation rates 
over short distances. Gouge embankments may be 
sites of erosion while the gouges, as depressions, 
act as loci of much higher rates of sedimentation 
than would be apparent on a regional basis. Fur­
thermore, sedimentary structures in-shore of 20 m 
show shelf deposits to consist of gouge infill mate­
rial (Barnes and Reimnitz 1974, Barnes et al. 
1979). 

In addition, it is becoming increasingly ap­
parent that shallow water gouges are rapidly oblit­
erated due to high levels of hydrodynamic activity 
(Kovacs 1972, Pilkington and Marcellus 1981). 
For instance, recent field observations by Barnes 
and Reimnitz (1979) show that the extensive open­
water conditions that occurred during the summer 
of 1977 resulted in hydrodynamic conditions (pre­
sumably, large waves and wind-generated shelf 
currents associated with the presence of a large 
fetch) that have obliterated ice gouges to a water 
depth of 13 m and caused pronounced infilling of 
gouges in deeper water. Apparently, the rates of 
reworking and redepositing sediment from such 
episodic events are much greater than the average 
sediment accumulation rate on the Beaufort Sea 
shelf. 

We know of no studies of the recurrence fre­
quency of conditions such as those observed dur­
ing the summer of 1977, but we would guess that 
they are fairly common, with return periods of no 
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more than 25 years. Twenty-five years appears to 
be a reasonable estimate for the return period of 
significant storm surges along the coast of the 
Beaufort Sea (Reimnitz and Maurer 1978), events 
that would presumably be associated with similar 
or more energetic hydrodynamic conditions. In 
short, although sedimentation rates might lead 
one to believe that the Beaufort Shelf is a rather 
static environment sedimentologically, this is far 
from the case; particularly in locations where 
water depths are less than 10 m. 

Therefore, in most of the area we have studied, 
we would not have confidence in the assumption 
that the sea floor, as seen at a given time, repre­
sents a steady-state condition with the number of 
new gouges per unit time equaling the number of 
gouges infilled by sedimentation plus the number 
of new gouges superimposed on existing gouges. 
Such statistical time invariance of the gouging is 
an essential assumption if the rate of production 
of new gouges is estimated using the scour budget 
approach developed by Lewis (1977a,b). We think 
the method is interesting and quite possibly appli­
cable to certain regions of gouging, for instance 
offshore areas in the Chukchi Sea with water 
depths of 30 to 50 m. However, for the Beaufort 
Sea in general, and in particular for water depths 
less than 20 m, we feel that the applicability of the 
steady-state assumption is doubtful. 

Another approach used to get a rough estimate 
of the age of an observed set of gouges is to divide 
the average value for the annual sum of the gouge 
widths by the length of the sample track (Reimnitz 
et al. 1977a). For instance, if our sample line is 10 
km long and we obtain an average of 500 m of new 
gouges crossing the line each year, we then take 20 
years as an estimate of the time period in which 
the gouges are completely replaced. In fact, such 
estimates give the shortest period of time in which 
the gouge set could be replaced (an event of very 
low probability), as ice presumably plows the sea 
floor in a random (not a systematic) manner. 
Therefore, the fact that a given segment of a line 
has just been gouged has no effect on the proba­
bility that the segment will be gouged the next year 
(or the next month). 

Still another approach using the same data set 
assumes that an increasingly large proportion of 
the bottom is regouged before the entire bottom is 
gouged (Barnes et al. 1978). In this scheme, if 10070 
of the seabed is gouged each year then in the first 
year 10ltJo is impacted with new gouges but in the 
second year only 19ltJo is gouged as 1 ltJo of the 



gouges occurred in areas already gouged. This can 
be expressed as the polynomial 

(15) 

where Gt is the fraction of the bottom gouged 
since To, K is the fraction of the bottom gouged 
each year, and T is the time in years measured rel­
ative to To. 

Finally, attempts have been made to combine 
information on pressure ridge keels, pack ice drift, 
and observed distributions of gouge depths to esti­
mate required burial depths (Pilkington and Mar­
cellus 1981, Wadhams 1983). As the first two of 
these parameters are very poorly known, such esti­
mates are uncertain. This technique also appears 
to give maximum gouge depths that are apprecia­
bly deeper than observed. More will be said about 
this later. 

We believe that at present to examine adequate­
ly the problem of pipeline burial, independent in­
formation on gouging rates and the depths of re­
cent gouges is essential. As we have described, our 
information on this subject is hardly what we 
would desire. Nevertheless it is enough to allow us 
to make an initial approach to estimating burial 
depths. To summarize our observations on recent 
gouges, we found that g, the number of gouges per 
km per year, varied from 2.4 to 7.9 with a mean of 
5.2. There also was no apparent relation between g 
and water depth. The PDF for recent gouges was 
exponential with a ~ value of 4.5 m- I

, a value that 
is 1 m- I less than comparable'X values from all the 
gouges existing on the sea floor at a given time. 

Using this information we can now make pre­
liminary estimates of the burial depths required so 
that a pipeline of a given length will, on the aver­
age, be gouged once during a specified period of 
time (for instance, one time in 100 or in 1000 
years). To do this, first estimate N, the total num­
ber of gouges that will occur during the proposed 
lifetime of the pipeline by 

N = gTL sinO (16) 

where g = average number of gouges km- I yr- I 

occurring along the pipeline route 
T = proposed lifetime in years 
L length of the line in kilometers 
o = angle bet wen the route and the trend 

of the gouges. 

As we only consider one contact in T, NID~d] 
in eq 3 equals 1 and we obtain 

e - A(X- 0.2) = (17) 
gTL sinO 

or 

x=O.2- ~ In[_ 1. ]. (18) 
gTL smO 

In Table 9 we show a series of burial depth esti­
mates made using eq 18. In these calculations we 
have used both the observed ~ value for the exist-

"-
ing gouge set from Figure 10 as well as A-I as an 
estimate of the corresponding parameter for new 

Table 9. Estimated burial depths assuming one contact between a pressure ridge keel and the pipeline in 100 
years. (Calculations made using eq 18.) 

Line normal to gouges Line at 20 0 to gouges 
Length Gouges crossing Burial Gouges crossing Burial 

g A (or A -1) of line line during depth line during depth 
Location (gouges km-' yr') (m-') (km) 100-yr lifetime (m) 100-yr lifetime (m) 

Lagoons 5 7.7 20 10,000 1.40 3,420 1.26 
7.7 100 50,000 1.61 17,101 1.61 
6.7 20 10,000 1.57 3,420 1.41 
6.7 100 50,000 1.81 17,101 1.81 

Outside barrier islands 5 7.3 20 10,000 1.46 3,420 1.31 
(depth 5 to 10 m) 7.3 100 50,000 1.68 17,101 1.54 

6.3 20 10,000 1.66 3,420 1.49 
6.3 100 50,000 1.92 17,101 1.75 

Outside barrier islands 5 3.2 20 10,000 3.08 3,420 2.74 
(depth 25 to 30 m) 3.2 100 50,000 3.58 17,101 3.25 

2.2 20 10,000 4.39 3,420 3.90 
2.2 100 50,000 5.12 17,101 4.63 
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Table 10. Comparisons between burial depths to the top of a 76-km pipeline for a 
1000-, 100-, and 10-year return period. * 

Water Burial 
Lifetime depth >..or(>..- J) depth 

(yrs) (m) g (m-') (m) Source 

1000 15 5 5.5 2.54 This paper (eq 18) 
5 4.5 3.06 

10 5.5 2.66 
10 4.5 3.21 

15 6.24 Wadhams (1983) 

25 5 3.7 3.67 This paper 
5 2.7 4.96 

10 3.7 3.86 
10 2.7 5.22 

25 8.10 Wadhams (1983) 

100 15 5 5.5 2.12 This paper 
5 4.5 2.54 

10 5.5 2.24 
10 4.5 2.70 

15 4.40 Pilkington and Marcellus (1981) 

15 5.50 Wadhams (1983) 

25 5 3.7 3.05 This paper 
5 2.7 4.11 

10 3.7 3.24 
10 2.7 4.36 

25 4.70 Pilkington and Marcell us (1981) 

25 7.02 Wadhams (1983) 

10 15 5 5.5 1.70 This paper 
5 4.5 2.03 

10 5.5 1.82 
10 4.5 2.19 

15 4.76 Wadhams (1983) 

25 5 3.7 2.43 This paper 
5 2.7 3.25 

10 3.7 2.62 
10 2.7 3.51 

25 5.94 Wadhams (1983) 

·Calculated using eq 18 and by Pilkington and Marcellus (1981) and Wadhams (1983). 

gouges. In using the table, note that a 20-year life­
time for a l00-km line is identical to a l00-year 
lifetime for a 20-km line. As can be seen in the 
table, it is very important to obtain data that will 
allow improved estimates of A and g for new 
gouges. In general it can be said that slight in­
creases in the burial depth (a few tens of centime­
ters) result in appreciable increases in the safety of 
the line. This statement is particularly true in shal­
low water where A is large. 

In Table lOwe have also included a comparison 
between our estimates of burial depths and those 
of Pilkington and Marcellus (1981) and of Wad­
hams (1983) for a 76-km line (the distance from 
the artificial gravel island Kopanoar to the shore). 
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The return period for an impact is taken to be 10, 
100, and 1000 years. There are large differences in 
the estimates, with our burial depths being 
roughly 3 m less than Wadhams. In fact, for the 
25-m water depth our estimates would only be 
4.05 and 5.47 m (assuming A = 3.7 and 2.7 respec­
tively) if we took g to be 20; a value 4 times that 
observed. We believe the difficulty with Wad­
hams' approach lies not in its principles but in the 
difficulty of obtaining appropriate values to use in 
the theory. For instance, keel depth characteristics 
in deeper water where it is possible to probe the 
underside of the ice via submarine are probably 
appreciably different from those in water of 50 m 
or less where gouging is currently taking place. In 



addition, it is at present particularly difficult to 
know what values to assume for the distance 
drifted per year by the ice cover over a given point. 
When gouging starts, the ice is slowed and many 
times stopped, as the grounded ice tends to 
stabilize the nearby pack, converting it to fast ice. 

The differences between our estimates and those 
of Pilkington and Marcellus (1981) are less by 1 to 
2 m than our differences with Wadhams' esti­
mates; we find this somewhat surprising as their 
procedures appear to be essentially identical. The 
differences in their estimates would appear to be 
largely the result of differences in the data used to 
estimate the number of gouges km- I yr- I

• In that 
Wadhams used direcct observations of keels while 
Pilkington and Marcellus indirectly inferred the 
number of keels from laser measurements of ridge 
sails, one would expect Wadhams' number to he 
more realistic. Clearly we are a long way from 
achieving a concensus regarding suitable pipeline 
burial depths. 

CONCLUSION 

In this paper we have presented a large amount 
of data on the statistical characteristics of the ice­
produced gouges that occur on the Alaskan shelf 
of the Beaufort Sea in shallow water ( < 38 m). Al­
though at first glance the gouges appear to be 
rather chaotically distributed, in a statistical sense 
they are very systematic. Consequently we have 
used this information to estimate the requisite bur­
ial depths of pipelines that would allow one hit by 
an ice mass in a specified number of years. 

In conclusion we would like to comment on 
some problems, the study of which would con­
tribute to the understanding of the geophysics of 
gouging and to the safe design of sea-floor pipe­
lines in regions where gouging is known to occur. 
We believe the weakest link in the present study is 
the paucity of information on the rate of occur­
rence of new gouges and their characteristics. 
Field programs should be expanded to collect this 
type of information. In areas where offshore 
development is contemplated, it is important to 
start studies of gouging rates as soon as possible, 
as the collection of an adequate data set takes 
several years. 

Systematic regional sampling is also required to 
reveal changes, if any, in the probability density 
functions of parameters such as gouge depth with 
changes in location and in environment on the 
shelf. Current information suggests that there are 
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appreciable changes in such parameters on a re­
gional scale (for instance, between the gouge 
depths in the present study area and those ob­
served off the Mackenzie Delta). Studies should 
also be carried out to quantify the effects on goug­
ing of differences in slope angle and aspect and the 
nature of bed material. Such work, in conjunction 
with detailed site-specific studies, would be very 
useful in evaluating hazards along specific pipeline 
routes. 

Theoretical studies should also be implemented 
to advance our ability to treat gouging as a sto­
chastic process. For instance, it would be useful to 
look at gouging as a simple covering problem in 
geometric probability. If such developments are 
sufficiently general, they can be applied to differ­
ent geographic areas by simply changing the val­
ues of the input parameters. 

We also note that although we have utilized an 
exponential distribution to describe the relative 
frequency of occurrence of gouges of different 
depths because of its simplicity and the fact that 
pressure ridge keels can be well described by such 
a distribution, X2 tests of goodness of fit are com­
monly failed. Therefore attempts should be made 
to obtain a more satisfactory distribution to de­
scribe gouge depths. The same general comment 
can be made about our utilization of a Poisson 
distribution to describe NI in that, as was noted 
earlier, there are consistently more large NIIl 0 
values than predicted by the fitted Poisson. We 
suggest that at least some of these difficulties arise 
from the fact that there is no adequate treatment 
of the infilling of the gouges in either this or other 
published papers on gouging. The development of 
a numerical simulation model that includes a de­
scription of both initial gouging and subsequent 
infilling of existing gouges could prove to be illu­
minating. 

Finally, it would be useful to improve our un­
derstanding of the interactions between pressure 
ridge and ice island keels and the sea floor. Per­
haps such studies will provide insight into the pos­
sibility of determining maximum probable gouge 
depths for a given sediment type. Until such infor­
mation is available, we can only assume that even 
apparently "impossibly" deep gouges have a fi­
nite probability of occurrence. 
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A.PPENDIX A: DETAILED BATHYMETRIC MAP OF THE ALASKAN PORTION OF THE BEAUFORT SEA 
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